
Copyright 2004 Society of Photo-Optical Instrumentation Engineers. 
This paper was published in Optics in Atmospheric Propagation and Adaptive Systems VII, J. D. 
Gonglewski and K. Stein, eds., 5572, pp. 112-122, SPIE 2004, and is made available as an electronic 
reprint with permission of SPIE. One print or electronic copy may be made for personal use only. 
Systematic or multiple reproduction, distribution to multiple locations via electronic or other means, 
duplication of any material in this paper for a fee or for commercial purposes, or modification of the 
content of the paper are prohibited. 



Assessment of sea slope statistical models using a detailed micro-facet 
BRDF and upwelling radiance measurements 

 
V. Ross1*, D. Dion2 

1 AEREX Avionique Inc., 2  DRDC-Valcartier. 
 
 

ABSTRACT 
 
An attempt is made to evaluate three different models correlating sea slope variance with wind speed, which are a crucial 
component of the statistical approach to calculating the sea surface BRDF (Bidirectional Reflectance Distribution 
Function). The models are those of Cox & Munk, Wu and Mermelstein et al. This is done with the help of publicly 
available upwelling radiance data taken at the COVE rigid costal platform with a scanning spectral photometer at 
wavelengths around 444 nm, 501 nm, 677 nm and 864 nm for a wide range of azimuth and elevation angles. The three 
sea slop variance models are compared with variances inferred from the data by inverting a BRDF models that includes 
facet hiding and shadowing as well as facet projection weighing. The validity of the models is discussed in the context of 
varying wind speed and direction. Limitations when dealing with near-horizon BRDF modeling using these statistical 
models are discussed along with potential improvements. 
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1. INTRODUCTION 
 
Accurate modeling of the roughness of the sea, particularly of the sea slope statistics, has many beneficial implications 
in remote sensing and detection applications. Most interactions of radiation with the air-sea boundary depend on the 
roughness of the interface, more precisely its bidirectional reflectance distribution function (BRDF), and remote 
measurements of any quantity at or across this boundary will most likely be influenced by it. Because of this, many 
efforts have been spent on the creation of various types of sea BRDF models. Some involve analytical approximation1,2,3, 
while others are based on complex 3D Monte-Carlo surface modeling4-7 No matter how complex or realistic a model 
may be, most are firmly based on an understanding of the sea surface slope statistics. This implies that no such model 
will ever be more accurate than its underlying statistical description of the sea surface. It is therefore of prime 
importance to possess a model that describes the statistical properties of the sea surface under varying environmental 
conditions. 
 

One method used to obtain a description of the sea surface statistics is to derive sea slope variances from wave 
power spectral density spectrum1,8-10. Although wave spectrum measurements are relatively easy to obtain, derived slope 
variances do not always agree with in situ optical measurements or have a limited validity range8. It is also possible to 
try to reproduce natural conditions in a laboratory, but experience has shown that wave tank measurements do not 
always reproduce field measurements correctly11. Direct measurements of sea slope statistics under a wide range of 
environmental conditions are therefore essential, but campaigns to obtain these have historically been few and far apart. 
The lack of published results is mostly due to the experimental difficulties involved. Regardless of these shortcomings, a 
few models have emerged from these methods, but validations of these are sparse. 

 
The objective of this paper is to add to the validation of three of the most widely used sea slope variance 

models. To do this, a detailed BRDF model is inverted to extract slope probability density values from sun glint radiance 
measurements under varying meteorological conditions. Slope probability density functions (PDF) are then fitted to the 
extracted values with slope variances left as free parameters. We then verify how the sea slope variances obtained in this 
way compare with the values predicted by the models. 
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The data used in this study is publicly available from the CERES Ocean Validation Experiment (COVE). We 
used all data taken on clear days in the months of November 2003 trough January 2004 (November 2 and 3, December 
26, 27, 28 and 31 and January 7 and 11). The data is measured from a rigid ocean platform located 25 km off the cost of 
Virginia Beach at the mouth of Chesapeake Bay. The instrument is a SP1A Schultz spectral photometer that scans the 
sea surface at 10 elevation angles from 2o to 72o from the horizon. For each elevation angles, it scans about 180o of 
azimuth at 2.5o intervals. For each new scan, filters are rotated between 444 nm, 501 nm, 677 nm and 864 nm. More 
information on the instrument and data can be found in Su et al. (2002)12. Note that the scanning resolution and spans 
have slightly been modified since their publication. Meteorological and environmental data for the COVE site is also 
readily available from the NASA Langley CERES ARM Validation Experiment (CAVE) 13,14. 

 
 

2. SLOPE VARIANCE MODELS 
 
The first complete set of sea slope statistical measurements was obtained by Cox and Munk in 1954 from photographs of 
sun glint15,16. The photographs were taken from an airplane at about 600 m in altitude while meteorological data was 
gathered from a ship down below. Care was taken for the sun to be high enough so that the effects of shadowing and 
multiple reflections were small. They found that the probability density function (PDF) was well fitted by a Gram-
Charlier expansion whose first order term is the Gaussian 
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where U is the wind speed at 12.5 m (41 ft), ζx and ζy are the upwind and cross wind slopes, and σx

2 and σy
2 are the 

upwind and crosswind variances. They also found a strong linear correlation of the variances with wind speed 
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Additional terms are needed to correct for kurtosis (peakedness) and skewness, 
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The Cox & Munk skewness expansion coefficients in equation (3) are given by 
 
 21 030.01 0.0086 , 0.04 0.033c U c U= − = −  (4) 
 
while the kurtosis coefficients are 
 
 40 22 040.40, 0.12, 0.23c c c= = = . (5) 



 
Although the Gram-Charlier series representation of the sea slope PDF has rarely been disputed in the literature (Liu et 
al.17 and Plant18 are a few exceptions), some improvements or alternatives to the slope variance model (2) have been 
proposed. Two decades after Cox and Munk, Wu reanalyzed their data to notice that a two branch logarithmic function 
could yield a better fit11. Wu later revised his relationship19 and finally yielded a correlation of sea slope variances with 
wind speed given by 
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where wind speed is measured at 10 m instead of 12.5 m and σ 2 is the average upwind and crosswind variance. The 
upwind and crosswind components are obtained from the constant relation σy

2/σx
2 = 0.8. According to Wu, the two-

branches of the equation corresponds to gravity-dominant and capillary-dominant wave regimes respectively. 
 

Since, the advent of the laser has prompted a few other sea slope measurement campaings20-24. Results obtained 
were most of the time in accord with those obtained by Cox and Munk, but occasionally, major deviations were 
observed. Authors have attempted to correlate these deviations with other environmental parameters such as atmospheric 
stability or swell conditions. Hwang and Shemdin23 found that although the state of development of swells had some 
influence, it was small compared to the effect of atmospheric stability. This was later confirmed by Shaw and 
Churnside24 who added their data to that of Hwang and Shemdin and obtained an expression modifying Cox and Munk’s 
variances to take into account atmospheric stability.  

 
 Apart from expressions derived from to the original work of Cox and Munk, the only other available 
relationships are those derived from wave power spectral density spectrum. One such example is the model of 
Mermelstein et al.1 in which the Donelan and Pierson wave spectrum9 is used to extract slope variances. From these 
variances, they obtain the fitted relations 
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correlating slope RMS with wind speed.  
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Figure 1: Slope variance variation with wind speed for different models (left) and the resulting upwind sun 
reflectance for a wind speed of 2.5 ms-1, sun elevation of 10o and scanning elevation of 10o below the horizon 

(right). 

 



 
All three sea slope variance models (2), (6) and (7) are plotted on the left-hand side of Figure 1. Depending on the 

wind speed, significant discrepancies exist between the models, especially for low winds. The result in using one model 
over another to calculate the sun reflectance is shown on the right pane of Figure 1 for a wind speed of 2.5 ms-1 (vertical 
dotted line in the left pane). The differences in reflectance are considerable, and will be of similar amplitude 
independently of the BRDF model chosen for the calculation. Furthermore, the variation of variances due to atmospheric 
stability not accounted for in this calculation is reported by Shaw and Churnside24 to potentially exceed a factor of two. 
One can thus appreciate the sensitivity of the variance model in the calculation of the BRDF. 

 
 

3. METHOD 
 
The method used to compare and validate the sea slope variance models consists in four steps. The first is to subtract the 
parasitic effects from the solar glint measurements. This mainly includes sky radiance, subsurface scattered radiance, 
path radiance and transmittance. The second step is to put down a model that describes as many physical aspects of the 
sea surface BRDF as possible. Then, using this model, probability density values can be extracted from measured 
radiance results. This is very similar to the method used by Cox & Munk15,16, except that present day computational 
methods permit us to use a more detailed BRDF, which leads to fewer constraints on the geometrical validity. Finally, in 
the last step of the method, a PDF representation such as the Gram-Charlier expansion is fitted to the probability density 
points so that its variance can be correlated with environmental conditions. 
 
 The micro facet BRDF approach assimilates a small region of the surface to a flat facet whose slope 
components are governed by a PDF. The radiance reflected by a particular facet is simply the product of the Fresnel 
reflected radiance with the probability of the facet being oriented in the proper direction for the reflection to reach the 
receiver. The basis in calculating the radiance reflected from an extended source by a rough surface such as the sea is 
then given by 
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where Li is the incident radiance of the source, given that it is constant on its entire surface, r(ζx,ζy) is the Fresnel 
reflectance of the facet with slopes (ζx,ζy) and q(ζx,ζy,U) is the modified PDF which include effects such as shadowing, 
etc. The integration is done on all slopes that can reflect a point on the source with center coordinates (φs, θs) from the 
facet towards the receiver located at (φr, θr) with the facet as the reference. The coordinate system and other quantities 
relevant to the problem are illustrated in Figure 2. Since q is a PDF, it must be normalized to unity 
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 The expression for q is rather complex and a full description of its components is out of the scope of this paper. 
A brief description of it will be presented here while more details can be found in the cited references. A good 
approximation for the modified PDF that accounts for shadowing of wave facets by other waves, hiding of facets from 
the receiver and projection weighing of the facets according to there orientation is given by 
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where all dependencies on wind speed are implicit for conciseness and (ζx,ζy) is calculated from the receiver and source 
position. Note that in the following description, as it is done here, hiding functions always refer to the fraction of facets 



that can be seen by the receiver while shadowing functions represents the fraction of facets that can be illuminated by the 
source. In equation (10),  
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where ϒ is the Heaviside function and is defined as 
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This hiding function accounts for the fact that the backsides of the waves are not visible from the receiver. Since 
different facets are tilted differently with respect to the receiver, they must be weighed accordingly. The projection 
weighing function has been shown by Zeisse2,3 to be 
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Finally, the expression in curly braces is the result of integrating the azimuthally varying Smith25,26 hiding function 
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and the equivalent shadowing function (obtained by replacing subscripts r by s) over a Gaussian facet height PDF in the 
range [-∞,∞], and normalizing according to (9). Smith hiding and shadowing functions account for the hiding or 
shadowing of a facet of height h by other waves. The integral at the denominator of (10) is the result of normalizing q 
according to (9) for the remaining hiding functions. This is necessary because hiding and weighing functions take facets 
out of q so that it would no longer be normalized to unity. 
 
Using an approximation found in Cox and Munk15, and further pointed out by Zeisse2,3, the integral over the sun’s disk 
can be approximated and the full expression for (8) becomes 
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where ε is the sun’s angular radius. 
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Figure 2: Coordinate system and relevant quantities representation. Subscript r refers to the receiver, s to the 

source and n to the facet normal. 

 
  

Calculating Li and measuring Lr, q can be found and p numerically extracted from it. An approximation is 
necessary though, since the Smith functions (14) also depend on the slope variances. These are approximated by using 
the Cox and Munk slope variances (2). Fear that this could bias the results towards the Cox and Munk statistics should 
be put aside for many reasons. First of all, shadowing is a very small component of the BRDF and along with multiple 
reflections should not account for more than 2 or 3 percent of the overall reflectance when the wind is blowing at 10 ms-1 
and the sun is 10o over the horizon27. Furthermore, the shadowing functions are not nearly as sensitive to variations in 
slope variance as is the PDF. Finally, the shadowing functions are mainly multiplicative factors over large sea surface 
areas and should have a very minor impact on the extracted variances. , should there be a bias, it would likely be much 
smaller the measurement errors. 

 
 The subtraction of parasitic radiance from the data presented somewhat of a problem, since the radiance 
measurements that were available to us had not yet been calibrated. In the most of the analysis, uncalibrated data is not a 
problem since the variance of a nearly Gaussian PDF does not depend on its amplitude. In order to find the approximate 
calibration constants we took advantage of the property in equation (9). An iterative procedure was set up so that 
modeled sky and diffuse radiance were subtracted from the data, the PDF was extracted from the result in the way 
described previously, and calibration constants were adjusted until the PDF normalized to unity. The sun irradiance is 
available from measurements taken at COVE, while sky radiances, detector to surface path radiances and transmittances 
are calculated using MODTRAN 4.028,29 with atmospheric profiles and aerosol optical properties modeled with 
IRBLEM30. Radiance calculations are done with the two stream multiple scattering approximation. This approximation 
may cause some inaccuracies, but is necessary for speed since sky radiances are calculated at 3o increments in azimuth 
and elevation. A chlorophyll concentration value of about 3 mg/m3 for the period was obtained from the SeaWiFS 
satellite, and the subsurface scattering by water and phytoplankton was approximated31,32. Calibration constants were 
calculated for an arbitrary subset of the available data (31st of December) and then used in the entire analysis. We do not 
expect these calibration constants to be more accurate than about 10% to 20%. Although this might seem somewhat 
inaccurate, one has to remember that Cox and Munk pointed out that the background is very faint when compared to the 
sun glint, especially when red filters are used. We then expect the parasitic radiance subtraction to be less of a problem 
when using the 677 nm and 864 nm filtered data and greater uncertainties to be constrained to very steep slopes (wings 
of the distribution). 
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Figure 3: Typical example of integrated PDF data fitted with a Gram-Charlier distribution by methods of least 

squares and central moments. 

 
Once the PDF values have been extracted, they are interpolated to a fixed slope grid and integrated in both 

upwind and cross wind directions yielding the measured components of the PDF. Finally, a Gram-Charlier is fitted to 
these components using two different methods. The first is a simple least-square fit while the second is done by 
computing the central moments of the distribution. Both methods yield slightly different values, but these differences are 
not systematic. We thus consider the average of the two in order to reduce errors. A typical example of fitted PDFs is 
provided in Figure 3. It is obvious that both methods yield similar results, although the central moments may better 
reproduce low slope values (better kurtosis) as seen in the blown up part of the curve. 

 
 

4. RESULTS AND DISCUSSION 
 
All the extracted data for any given day was binned in wind speed increments so that each variance point was calculated 
from about the same number of PDF points. Since each instrument scan is composed of nearly instantaneous 
measurements, they are extremely noisy, and since each scan takes about 4.5 minutes, the data must be averaged over 
very long periods in order to lower the noise to acceptable levels. Typically, the data is averaged over 3h. Because of 
this, there can be large variances in wind speed for each point, sometimes reaching 25%. The uncertainties on the slope 
variance stemming from the fitting procedure are usually smaller, although there are very large uncertainty differences 
from one slope variance point to another. Errors are especially large for low winds since the sun glint is much noisier 
and constrained to smaller regions of the scans. 
 

The resulting slope variances are plotted in Figure 4 along with the three models that we wish to assess in both 
upwind and crosswind components. Although an increase in slope variance with wind speed is clearly visible, the data is 
somewhat scattered. This is not surprising when considering the fact that our data is taken with a large array of stability 
conditions from very stable to very unstable over the sea surface. According to Shaw and Churnside12, such variations, 
especially under unstable conditions, can account for changing the slope variance values by a factor of more than 2.0. 
 

Nevertheless, we note from Figure 4 that the Mermelstein model overestimates just about all data points. We 
thus decided to rule it out from the rest of our analysis.  However, the Cox and Munk as well as the Wu models seem to 
follow a very similar trend to our data. By simple inspection, it is hard though to verify which model provides better fit. 
This was expectable since they both originate from the Cox and Munk data set. In order to estimate which represents a 
better fit to our data, weighed residuals are calculated and presented in Table 1. The weighs are calculated from the 
standard error (σs) of each fit of the PDF data to Gram-Charlier distributions as w = 1/σs

2. From Table 1 it seems that the 
simple linear fit found by Cox and Munk is in better agreement with our data in both >7 ms-1 and <7 ms-1 wind speed 
ranges. The better fit originally obtained by Wu with the Cox and Munk data might simply have been the result of 



adding a degree of freedom to the empirical equations. In any case, because of the disperse nature of slope variance data, 
much more points would be needed to obtain an empirical formulation differing from linear with enough confidence. 
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Figure 4: Our data plotted along with all three variance models in the upwind (left) and crosswind (right) 

components. 

 
 

Table 1: Weighed residuals between data and models 

 Upwind < 7 ms-1 Upwind > 7 ms-1 Crosswind < 7 ms-1 Crosswind > 7 ms-1 
Cox & Munk 0.0503 0.1324 0.0255 0.0190 

Wu 0.0810 0.2386 0.0249 0.0593 
 
 
  

The fact that our data spans not only environmental conditions, but also many different geometrical 
configurations (sun and receiver elevation) permits us to evaluate the possible influence of these on the statistics. In 
order to do this, the same procedure as described in the above sections was applied to subsets of the data with different 
receiver elevations. Since this reduces dramatically the number of PDF data points in each subset, only the least square 
method was used since it gives better results when the PDF is truncated in slope. Furthermore, since the sun glint region 
tends to move towards the horizon, very few points exist passed 30o in elevation. Finally, to reduce the noise further, 
only wide wind speed intervals are considered. 

 
Figure 5 gives the result of applying this procedure to different wind speed intervals: 0 to 4 ms-1 (squares), 7 to 

12 ms-1 (triangles) and the total average from 0 to 12 ms-1  (circles). The results correspond to the average of the upwind 
and crosswind components since the amplitude of the effect is the same in both axes of the PDF. There seems to be a 
rapid spike in sea slope variance as the receiver peers closer to the horizon. One must be very careful in interpreting 
these results though. This is because the solar glint region tends to move closer to the horizon as the wind speed 
increases. Consequently, results obtained closer to the horizon might be biased towards higher wind speeds en hence 
higher variances. This bias is nonetheless an important result, since we might need to consider it when integrating 
radiance near the horizon for long time periods, or even for shorter periods when the wind is very gusty. 

 
To verify if this bias is the only cause of the increase in slope variance towards the horizon, we repeated the 

procedure with much smaller wind bins (only 1 ms-1) and averaged the very noisy results into one single curve. When 
comparing the result (dotted curve) to the 0 to 12 ms-1 curve obtained previously, we immediately notice that a bias was 
in fact removed. However, there still remains a very sharp increase of about 30% in variance close to the horizon. To 
explain this, one must first understand that most BRDF models (ours inclusively) consider the slope variances to be 
uncorrelated with height. This means that the statistics at the troughs and at the crests of waves are the same. It must also 



be pointed out that as we peer towards the horizon, the bottom of waves become more and more hidden by other waves 
until we only see the very top of the highest waves. The hypothesis of uncorrelated height and slope statistics might in 
fact be false. Many authors such as Longuet-Higgins33, Phillips34 and Liu8,17 agree that the departure of the sea slope 
PDF from Gaussian might be the consequence of sharp crests and shallow troughs. If this is true, what we observe could 
simply result from measuring more statistics from the crests closer to the horizon. Although correlated statistics add 
much complexity to BRDF calculations, results such as those shown here may lead to empirical solutions, where the 
effect is incorporated into the slope variance relationships. In such a case, the slope variances would also depend on the 
source and receiver geometry. 
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Figure 5: Observed correlation of average sea slope variances with angle of elevation 

 
 

5. CONCLUSION 
 
By numerically inverting a detailed BRDF model, we were able to obtain a new set of sea slope variance data from sea 
glint radiance measurements. Our method allows one to obtain sea slope statistics with relative ease, even if the data are 
not calibrated in radiance. Even though it is most likely less accurate than modern laser scanning techniques, the much-
increased ease in instrument setup and data processing could eventually compensate by facilitating the acquisition of 
large quantities of data. 
 
 We compared models of Cox and Munk, Wu and Mermelstein et al. with slope variances derived from COVE 
measurements made from November 2003 trough January 2004. It was found that the model from Mermelstein et al. 
strongly overestimates the slope variances when compared to our measurements. Furthermore, the model of Cox and 
Munk and that of Wu compare well with our data, although the Cox and Munk model seems slightly closer to our 
measurments. 
 The effect of look angle on the sea slope variance was also assessed. It was found that a bias exists that 
increases the slope variance by about 30% near the horizon. This can be explained by two distinct causes. First, under 
variable wind conditions, statistics closer to the horizon will be biased towards the results for higher winds since they 
tend to move the sun glint region in the direction of the horizon. The second cause for the bias may come from the 
combined facts that crests of waves have higher slope variances than their troughs, and that we see less of the troughs as 
we look closer to the horizon. 
 



 The method used in this study will hopefully permit us to gather larger amounts of statistical data concerning 
sea slopes. Once we have enough data, trends correlating slope statistics with environmental and geometrical parameters 
will become easier to find, something that most BRDF models could greatly benefit from. This process might even 
become much simpler by current work by our group to obtain a good analytical approximation to the BRDF expression. 
Because of this, it should eventually be possible to quickly obtain PDF values from sun glint measurements analytically. 
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